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Abstract

This paper addresses the link between productivity and labour mobility. The hypothesis tested in the paper is that technology is transmitted across industries through the movement of skilled workers embodying human capital. The embodied knowledge is then diffused within the new environment creating spillovers and leading to productivity improvements. A theoretical framework is presented wherein productivity growth is modelled through knowledge acquisition with respect to labour mobility. The empirical estimates confirm the existence of positive cross-sectoral knowledge spillovers and indicate that labour mobility has beneficial effects on industry productivity. Due to the fact that labour mobility is closely linked to input-output relations this finding provides evidence suggesting that part of the estimated productivity effects of domestic rent spillovers are in fact due to knowledge spillovers resulting from labour mobility.
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1 Introduction

The recent literature on endogenous growth emphasizes the importance of R&D as a source of productivity growth and analyzes the spillover of the resulting knowledge and technology across firms, industries and countries. A number of channels of technology diffusion have been considered, including input-output linkages, trade, human capital and FDI. Despite a theoretical foundation for diffusion being provided by the relatively recent development of endogenous growth theory, a number of empirical papers on spillovers, particularly those on domestic spillovers, predate the development of endogenous growth models indicating the long-held belief in the importance of such diffusion (see for example, Gerschenkron, 1962)

Griliches (1979) broadly categorizes the spillover channels into two main sources of potential externalities generated by R&D activities – rent spillovers and knowledge spillovers. Rent spillovers occur if prices are not fully adjusted for quality improvements. The inability of firms to set prices that account for the total quality increase is caused by imperfect monopolistic pricing resulting from competitive pressure in the product segment. If the innovator could perfectly discriminate, these spillovers would not occur. The second externality, namely knowledge spillovers arise because of the imperfect appropriability of the knowledge associated with innovations (Cincera et al. 2001). The reason is that the output of research is on the one hand information that is incorporated in goods, and on the other hand an increase in the human capital of research workers. The first part can, to a large extent, be codified or protected by patents. This doesn’t hold true for what Zucker, Darby and Brewer (1998) have called intellectual human capital. Firm specific information, or knowledge, that is referring to patented innovations of the company may be protected by contracts, but not the full set of ideas that a worker acquires during the research process. Arrow (1962) already addresses this problem and states that “no amount of legal protection can make a thoroughly appropriable commodity of something as intangible as information” (p.615). He also identifies mobility of personnel among firms as a way of spreading information.

This paper will take a closer look at these knowledge spillovers and will investigate to what extent knowledge acquired in a research intensive environment can be transferred across industries in the form of human capital. The estimated empirical model is constructed on the basis of the recent rent spillover literature but goes further in two respects. Firstly the model was extended and re-estimated with separate coefficients for high, medium and low technology industries accounting for the heterogeneity of the manufacturing sector, including both traditional and high technology sectors. These industry groups are found to differ with respect to the size of the knowledge spillovers. Secondly, the knowledge depreciation rate was varied separately for high, medium and low technology industries in a sensitivity analysis in order to take differences in technology lifecycles into account. This leads in almost all cases to more robust results which overall confirm the importance of labour mobility for knowledge spillovers across industries.
2 Literature Overview

A large empirical literature has developed considering the extent of technology diffusion across firms, industries and countries. The recent literature on R&D spillovers has mainly focused on rent spillovers. The pioneering work of Terleckyj (1974) points out the importance of input/output relations for domestic technological spillovers. The estimated indirect effects of privately financed R&D on other industries are considerably larger than the direct effects on the industry conducting R&D. Terleckyj finds no comparable effects for government-financed industrial R&D. Despite the early stage of his framework he already includes human capital into the analysis. Another study of inter-industry spillovers was that of Bernstein and Nadiri (1988) who analyse five high-technology industries in the US and find that “variable costs for each industry was reduced by R&D capital spillovers” (p.5f). In their analysis they estimate the social rate of return to R&D through spillovers to be 77 to 150% greater than the private return and thus confirm the finding of Terleckyj (1974).

Coe and Helpman (1995) (henceforth CH) extend the approach adopted by Terleckyj (1974) to the international context using import weights rather than input-output weights to model how R&D is imported across countries. In their model TFP depends on the cumulative domestic R&D effort in an economy as well as on the foreign technological knowledge, transmitted through trade. Therefore countries trading primarily with partners having high levels of technological knowledge will benefit more from spillovers than countries whose trading partners have comparatively low levels of technological knowledge. They test their model on 22 OECD economies finding evidence in favour of the importance of international trade of goods and services for the diffusion of technology across countries.\(^1\)

The method used by Coe and Helpman to calculate the foreign R&D stock has been criticized on a number of grounds. Lichtenberg and van Pottelsbergh de la Potterie (1996) (henceforth LP) correct the original specification of the foreign knowledge variable for an aggregation that makes the estimation results very sensitive to country mergers. Keller (1998) questions the assertion that a country’s benefit from knowledge created abroad is taken to be a trade-weighted average of foreign countries knowledge stocks. He compares the results of CH with those from assigning bilateral trade partners randomly and finds that regressions based on simulated data generate on average larger estimated foreign knowledge spillovers. Coe and Hoffmaister (1999) re-examine the work of Keller (1998) noting that the weights he constructs are essentially simple averages with a random error and that by choosing them completely randomly, the R&D spillover variable is no longer significant to explain TFP. They conceded however that the actual intensity of the trading relationship may be of limited importance because of the public good nature of knowledge.

More important for the analysis in this paper are the studies focussing on inter-industry technology transmission. Most of the studies in this field use input-output relations in order to

---

\(^1\) This approach was extended to consider the importance of North-South spillovers by Coe, Helpman and Hoffmaister (1997).
measure spillovers since they have been shown to perform better than technology flow matrices which indicate the usage of technology developed in other industries (Keller 2002). Following the first studies by Bernstein and Nadiri (1988) and Terleckyj (1974), more recently, Wang (2007) analyses trade related North-South and indirect South-South technology spillovers at the industry level. The results clearly show that North-South trade related R&D has substantial impact on TFP in the South whereas South-South trade also promotes technological spillovers but the effects tend to be smaller. Wang also looks at the importance of human capital for the absorptive capacity of a country and finds that increases in human capital in developing countries have a much larger impact on TFP than increases in R&D in the North (see also Engelbrecht, 2002 and Falvey, Foster, Greenaway, 2007). Similar studies have been conducted for OECD countries by Engelbrecht (1997) and Frantzen (2000) and confirmed the importance of human capital for the absorptive capacity.

Human capital not only plays a role in absorptive capacity however, it is also a direct source of spillovers. Workers switching jobs between industries take their human capital with them and apply the prior obtained experience and knowledge in the new environment. Thus labour mobility is potentially an important source of knowledge spillovers.

The focus of the knowledge spillover analysis however has been international spillovers through Foreign Direct Investment (FDI) (LP 1996, Lee 2006). Lee examines rent spillovers through trade but also analyses FDI flows and their importance for cross-country knowledge flows. His findings based on the DOLS estimation method support the statistical significance only of inward FDI and therefore contradict the results of LP (1996) who find the effects of outward FDI to be significant. Lee’s result seems more intuitive, since the FDI home countries usually have higher levels of technological knowledge than the host countries and are therefore likely to bring knowledge to the countries they are investing in. The importance of FDI channels however is still a controversial issue in the literature.

Apart from the analysis of knowledge spillovers through FDI there have been some recent contributions to the empirical research regarding labour mobility. Guarino and Tedeschi (2006) find that the proximity of industries is strongly related to inter-industry labour mobility – hence workers are able to use obtained technological knowledge in other related industries. With respect to technical employees and Almeida and Kogut (1996) demonstrate by using patent data from the semiconductor industry that ideas are spread through mobility of key engineers. Since labour mobility involves a threat to the innovating firm, R&D intensive firms tend to have more durable employer-employee relationships and steeper wage curves (Moen 2000).

The literature on international knowledge spillovers through labour mobility is still sparse due to problems of data comparability and further research in this area is of great importance for the understanding of knowledge spillovers.
3 Innovation and Labour Mobility

The first step in order to analyse the size of the knowledge spillovers associated with labour mobility will be to study the effects of R&D intensity on learning and turnover rates. This will be done by looking at the Pakes-Nitzan model whose implications have been tested by Moen (2000). The results are essential for the theoretical model that will be presented in this paper. Afterwards, labour mobility with respect to industry proximity, the second important pre-condition for the model in this paper will be examined.

3.1 R&D Intensity and Human Capital

The model by Pakes and Nitzan (1983) picks up the problem of hiring scientists when one takes explicit account of the fact that they may be able to use the information acquired during the project in a rival enterprise. The so called Pakes-Nitzan model is a two period model whose aim is to find optimal labour contracts for this kind of employment status. It is based on the assumption that both scientists and firms are aware of the fact that being part of a research project gives access to valuable information. As a result, researchers are therefore willing to accept an initial wage lower than their market value because they gain access to information that will raise their human capital stock. Once they have acquired the information the employer has to pay a higher wage reflecting their new market value in order to keep them from joining or setting up a rival. The theoretical model predicts that entrepreneurs are able to avoid knowledge outflows through labour mobility by sharing the monopoly rent with the workers.

The predictions of this model have been empirically analyzed by Moen (2000). He uses Norwegian data allowing him to follow the working history of the entire working population from 1986-1995. The theoretical model leads to the conclusion, that turnover rates should be lower for more R&D intensive firms. Moen confirms this prediction using descriptive analysis and finds that R&D investment greatly reduces churning – the number of hires and quits above the level necessary to accomplish changes in the number of employees. Churning can be measured by the excess turnover rate which is defined as separations out of jobs that continue divided by the number of continuing jobs. R&D intensive firms are likely to have a higher “necessary” fluctuation of staff since they have to deal with a higher level of uncertainty. Those who stay are subject to a lower fluctuation however. The significance of this finding is confirmed by a simple tobit regression analysis which looks at the excess turnover rate with respect to the R&D intensity. Moen concludes that more innovative firms cultivate more durable employer-employee relationships.

Since potential knowledge outflows through labour mobility are an important factor in the determination of R&D investments, firms need to account for them. The finding shows that entrepreneurs are able to reduce the negative external effects of flexible labour markets on R&D investment and indicates that this effort increases with the R&D intensity of a firm.
This is a weak indicator in favour of the hypothesis that the R&D intensity of a firm affects human capital acquisition. The longer workers stay in a company the more human capital they acquire and the more valuable they become for a firm. Firm specific knowledge, which is defined as knowledge that has productive value in only one particular company, should not play a major role since employees always acquire firm specific knowledge disregarding the R&D intensity. A more likely explanation for firms trying to reduce turnover rates would be transferable knowledge. Workers in a R&D intensive environment are likely to enhance their human capital stock more with respect to the fields they are working in. Given that the set of ideas they acquire is partly the basis for later inventions, the knowledge leaks and thus the loss in human capital per worker seems to be higher for R&D intensive firms.

Coming back to the Pakes-Nitzan model, the predicted major instrument to reduce excess turnover rates are wages. Moen also takes a look at this prediction and studies the effects of R&D on the earning profiles of technical staff. The empirical findings support the theory and suggest that scientists and engineers in R&D intensive firms accept a significant wage discount at the beginning of their career that transforms into a wage premium at the end of their career. More specifically, workers with higher than secondary technical education starting in high R&D intensive firms have on average 6.1 percent lower wages in their first year compared to low R&D intensive firms. After 16-20 years of experience the wage discount transforms into a wage premium that reaches 6.8 percent at the end of their career.

These results are however most likely subject to an ability bias since one would expect people who learn more easily and thus have lower learning costs to self-select into more R&D intensive firms. Therefore the wage discount at the beginning of the career may be underestimated while the wage premium towards the end may be overestimated. Another interesting result is that “workers with technical or scientific education in R&D intensive firms who do not change employer, have higher wage growth throughout their career.” (Moen, 2000, p.15).

The findings strongly support the theory that the R&D intensity of a firm affects learning opportunities for the employees. Workers are willing to accept jobs with lower wages in view of better learning chances at the beginning of their career in order to increase their human capital stock and thus future productivity and wages. Hence it seems feasible to use R&D intensity as a proxy for human capital acquisition later in the empirical part of this paper.

After looking at R&D intensity of companies related to human capital accumulation, wages and labour turnover, the next section of this paper will focus on the question of whether labour mobility and industry proximity are interrelated phenomena.

### 3.2 Labour Mobility and Industry Proximity

Pack and Paxson (1999) analyze this topic investigating whether flexible labour markets lubricate growth. They look at Taiwan, Republic of China, because its sectoral structure has changed considerably over the past decades and structural change has been accompanied by a high degree of
inter-industry labour mobility. If labour mobility has enhanced growth, then turnover should not be random but workers should rather move to closer industries that can make better use of their accumulated human capital. Their hypothesis is “that workers acquire both general and industry-specific skills that can be transferred to other industries, but that the degree to which skills are transferable varies across pairs of industries” (p.4). That means, that for example knowledge acquired in the rubber and plastics sector may be of value in the petroleum industry, but not applicable in the paper production sector. Therefore workers from the rubber and plastics sector are expected to move with a higher probability to the petroleum industry. Because of their valuable knowledge they should also earn higher wages in the latter than workers coming from other industries.

Pack and Paxson use Input-Output tables as a measure of industry proximity to test whether workers are more likely to move to closer industries. Specifically workers should more likely move from an industry $i$ to an industry $j$ if

1. industry $i$ supplies a large share of industry $j$’s intermediate inputs
2. industry $i$ receives a large share of its intermediate inputs from industry $j$
3. industries $i$ and $j$ use similar intermediate input bundles (correlation between input bundles)

The estimated equation takes the form

$$\ln (N_{ijt}) = \delta_i + \theta_j + \mu_t + \beta z_{ijt} + \epsilon_{ijt}$$

$N_{ijt}$ denotes the number of workers who have moved from industry $i$ to industry $j$ at time $t$, $\delta_i$, $\theta_j$, and $\mu_t$ are dummies for industry of origin, destination and time period and finally $\beta$ estimates the effect of industry proximity $z_{ijt}$ on labour mobility using the above measures.

Pack and Paxson (1999) find the coefficients on proximity measures all to be highly significant. Even if all three measures are included together they are still individually and jointly significant. The size of the effects is fairly large. Using only the first measure for example, $z_{ijt}$ equals the ratio of inputs purchased by sector $j$ from sector $i$ to total sales of sector $j$. The results using this measure indicate that the elasticity of $N_{ijt}$ with respect to $z_{ijt}$ is around 7.5. That would mean that a 1% increase of $z_{ijt}$ leads to an increase in the number of workers moving from industry $i$ to $j$ by 7.8%.

The second part of Pack and Paxson’s paper looks at the effects of industry proximity on wages. Since wages are strongly related to productivity this analysis can be seen as an examination of the effects of industry proximity on the productivity of moved labour. Of course, when using wages one immediately faces the problem of a range of observable and unobservable factors that influence the variable apart from the criteria of interest. The authors control for attributes like age, years of education, marital status, gender and a set of dummy variables for firm size, year and job tenure.

The results support the hypothesis that a move to more similar industries produces larger wage gains. This is especially true when the industries’ similarity is measured by method 3 when both
industries use similar input bundles. Therefore we can conclude that workers tend to move to “closer” industries where they can make better use of their accumulated human capital, are more productive and receive higher wages. Based on this finding, the industry proximity measures that usually approximate vaguely defined knowledge spillovers will be substituted by labour mobility patterns in the empirical model in order to get hold of knowledge flows between the industries.

4 Theoretical Model

The next section will provide a theoretical background for the empirical analysis. The framework fits into the category of endogenous growth models with the focus on labour augmenting knowledge spillovers. To my knowledge, there exists no literature modelling growth allowing for labour mobility and associated knowledge spillovers.

The output of an industry \(i\) is assumed to be produced according to a Cobb Douglas production function with the inputs labour, information and communication technology (ICT), capital services \(K_{\text{ICT}}\) and non ICT capital services \(K_N\).

\[
Y_i = A_i K_{L_i}^\alpha K_{\text{ICT}}^\beta L_i^\gamma \\
\alpha + \beta + \gamma = 1
\]  

(1)

\(L_i\) is effective labour input in industry \(i\) expressed by the unobservable “real” labour productivity function \(g_i\) depending on the productivities of the employees \(r \in [1..m_i]\) in industry \(i\). This function is not equal to the sum of the worker’s productivities but a more complex one that takes spillover and synergy effects between workers into account. These effects could be different educational backgrounds or experience levels leading to superior deductions or more efficient working processes that may prove useful and are then adopted by others.

\[
L_i = g_i\left(p_{m_1}(\tilde{h}_{1r}), ..., p_{m_i}(\tilde{h}_{m_i r})\right)
\]  

(2)

The worker’s productivity \(p_{pi}\) in an industry \(i\) depends on \(\tilde{h}_{ir}\), the human capital stock which is a vector of knowledge stocks in a finite number of knowledge fields. Since each industry has special

\[\text{A possible alternative interpretation of the results of the paper would be that industries that are closely linked due to input-output factors tend to locate in the same region. Therefore workers could be moving to closer industries not because their knowledge makes them more productive there, but because mobility costs are lower. This explanation is unlikely though when looking at wages, since workers that move to closer industries just because of lower mobility costs should not receive higher wages there.}

\[\text{There may exist a problem with self-selection however, namely that workers could move to industries only because of higher wages paid in this industry. In a perfectly competitive labour market, this does not happen, since the price for a specific qualification profile should to be the same across industries. In fact, a large part of the wage differences across sectors can be explained by differences in qualification profiles. If some industries pay systematically higher wages for the same qualification profile however, this is expected to bias the labour mobility patterns.}\]
requirements and therefore different needs for certain types of knowledge, the stocks are weighted using industry specific weightings $\vec{w}_i$. The similarity of these weighting vectors depends on the industry proximity and is reflected by the labour movements.

It is straightforward to see that hiring affects the function by adding new workers to the function while training and R&D directly affects the knowledge stocks $\vec{h}_i$ of the workers in the firm. Higher labour mobility makes the diffusion of knowledge easier and usually leads to a decrease in hiring costs and also training costs to some extent. On the other hand labour mobility makes R&D less profitable because of knowledge leaks – workers that increased their productivity within the firm switch to other companies and take their knowledge stock with them.

The empirical model that is presented in the next chapter tries to estimate the size of knowledge spillover effects through mobility of skilled labour in order to better explain the unobservable “real” aggregated labour productivity function $g_i$. This is done by looking at the effects of labour mobility on total factor productivity, which in this framework is defined as

$$TFP_i = \frac{Y_i}{K_{it}^\alpha K_{ict}^\beta (m_{ih}, m_{im}, m_{il})^\gamma} \quad \theta + \mu + \lambda = \gamma \quad (3)$$

This definition follows the EU KLEMS database, which will be used for the subsequent empirical analysis. The inputs are ICT capital services $K_{ict}$ and non ICT capital services $K_i$ as before plus the variables for the estimated labour productivity $L$. In the EU KLEMS database the labour productivity is calculated regressing on the number of employees in the industry differentiated by skill level. $m_{ih}$, $m_{im}$ and $m_{il}$ represent the numbers of high, medium and low skilled workers respectively and the sum of estimated coefficients is assumed to be the equal to the coefficient $\gamma$ of the is effective labour input $L$ in equations (1).

---

4 The empirical model focuses on knowledge stocks and leaves aside other factors like personal characteristics that may influence the productivity of a worker. At the aggregated industry level they very likely do not account for huge differences. However, a more detailed version of the developed theoretical model including cost aspects of knowledge and personal characteristics of workers can be found in the Appendix.
Joining equations (3) and (1) and substituting from (2) leads to an industry specific total factor productivity of:

\[ TFP_i = \frac{A_i K_i^a K_i^\beta K_{i,ICT}^L L_i^Y}{K_i^a K_i^\beta (m_{ih}^a m_{im}^\gamma m_{il}^\delta)} = A_i \left( \frac{g_i(\tilde{p}_{it})}{m_{ih}^a m_{im}^\gamma m_{il}^\delta} \right)^Y \]  

(4)

Since we cannot observe the real productivity function \( g_i(\tilde{p}_{it}) \) and the Labour Force Survey used for the empirical analysis doesn’t provide a complete working history we need to simplify the function in order to make it empirically traceable. The assumption made affects the knowledge stock and thus the productivity of each worker. The theory behind it is that a worker \( r \) start with a knowledge stock \( \tilde{K}_{rit}^r \) and gains access to the knowledge of an industry approximated by the R&D stock \( R_i \). The extent, to which a worker has absorbed the industry’s knowledge depends on the transferability of knowledge \( \beta \). \( ^5 \)

\[ \tilde{K}_{rit} = \tilde{K}_{rit}^r \cdot R_i^\beta \]  

(5)

When new workers from other industries enter, the employees also get access to the human capital of other sectors. This is assumed to be depending on the share of high and medium skilled people moving away from that industry and the average initial human capital level of these workers.

\footnotesize

At this stage, capital augmenting technological progress only appears as a factor \( A_k \) in the theoretical model as well as the empirical part. It would be interesting to include not only knowledge spillovers in the definition of output, but also rent spillovers. Starting from a more general definition of output where only labour and capital appear without differentiation into ICT and non-ICT capital services, capital \( K \) could be defined as a composite input of horizontally differentiate goods \( x \) of variety \( s \)

\[ K = \left( \int_a^{n^e} x(s) dS \right)^{\frac{1}{n}} \]

where \( n^e \) represents the range of intermediate inputs which are employed in the sector (Keller, 2002). In equilibrium the differentiated capital goods \( x(s) \) are produced at level \( \bar{x} \) and we get the following equation:

\[ \log(TFP_{it}) = \log(A_i) + \alpha \log(n^e) + \gamma \log(g_i(\tilde{p}_{it})) - \theta \log(m_{ih}) - \mu \log(m_{im}) - \lambda \log(m_{il}) \]

However, as shown in the model by Pack and Paxson (1999), labour mobility is closely linked to input-output relations between sectors, there will therefore likely be problems with the estimation of the effects due to problems of multicollinearity and small samples. Hence, this approach is left for future research.

\footnotesize

Unfortunately, there is no complete working history available for the dataset. Therefore we cannot include past working experiences into the estimations of the human capital stock.
If we also account for the different skill composition in the sector as in the TFP definition, the approximated effective labour productivity function can then be written as

\[ \bar{g}_i = \left( m_{th} \theta \cdot m_{tm} \mu \cdot m_{tl} \lambda \cdot \left( R_i \cdot \bar{h}_i \cdot \frac{l_{ii}}{l_i} \right)^{\beta_5} \left( \sum_{j=1}^{l_{ij}} R_j \cdot \bar{h}_j \cdot \frac{l_{ij}}{l_j} \right)^{\beta_6} \right)^{\frac{1}{r}} \]  

(6)

\[ m_{th}, m_{tm} \text{ and } m_{tl} \] are, as for TFP, the numbers of high, medium and low skilled workers respectively. \( R_i \) and \( R_j \) represent the R&D stocks of the industries and \( l_{ii} \) are the number of people moving from industry \( j \) to \( i \). \( \bar{h}_i \) and \( \bar{h}_j \) are the average human capital levels of workers staying in industry \( i \) or moving from industry \( j \) respectively. Finally, \( \beta_5 \) denotes the transferability of knowledge from the R&D stock in industry \( i \) and \( \beta_6 \) transferability of knowledge from the R&D stocks of other industries, made available through the movement of skilled workers embodying human capital. Substituting into equation (4) yields the starting point for the later analysis.

\[ TFP_i = A_i \cdot \frac{\bar{g}_i^\gamma}{m_{th} \cdot m_{tm} \cdot m_{tl}} = A_i \cdot \left( R_i \cdot \bar{h}_i \cdot \frac{l_{ii}}{l_i} \right)^{\beta_5} \left( \sum_{j=1}^{l_{ij}} R_j \cdot \bar{h}_j \cdot \frac{l_{ij}}{l_j} \right)^{\beta_6} \]  

(7)

5 Empirical Model and Construction of Variables

In this section, an empirical model will be presented that examines the effects of human capital mobility on productivity. The analysis focuses on intersectoral spillovers within a country. The hypothesis is that industries can profit from the R&D investments of other domestic sectors by hiring their workers. Therefore the model includes the industry’s own R&D expenditures as well as the R&D investments of other sectors weighted by the share of workers coming from that sector.

According to general theory, the outcome of R&D undertaken in one industrial sector is influenced by R&D expenditures in other sectors that spill over through various channels (e.g. labour mobility, rent spillovers, knowledge exchange, etc).\(^7\) The theory behind this assumption is straightforward – the knowledge stock of workers coming from other sectors does not solely influence the productivity of the receiving sector by adding more human capital incorporated in new employees that are more productive (direct effect) but their knowledge is likely to be shared with other

\(^7\) This means that there should exist a multiplicative relationship between the two variables in the model. In the case of labour mobility this hypothesis is supported by the data. The estimation of the basic equation (8) presented later on in the empirical section leads to an \( R^2 \) of 0.83 assuming a multiplicative relationship compared with 0.70 when assuming an additive relationship.
employees and will therefore diffuse within the firm and, if valuable, be used in production processes or applied in other parts of the firm (spillover effect).

The direct effect is to a large extent captured by wages since the expected productivity of the new worker is influenced by his education and working history, which is known to the employer during the hiring process. Both the employer and the employee have expectations concerning the value of the new employee in the company, which are affected by signalling effects during the wage negotiations. However, there is asymmetric information on both sides - the new worker knows best about his abilities and future job performance but little about the new environment and his opportunities for development therein, whereas the employer knows about the company background but has incomplete information about the worker’s capabilities. Therefore the wage will not fully capture the direct effects, but with time and reduced asymmetric information on both sides the wage should adjust with respect to the marginal productivity of the worker.

The size of the spillover effect is subject to the mode of operation and corporate philosophy. In a dog:eat:dog environment the workers usually see specific information as their advantage over other workers and are therefore not likely to share it. The better the corporate climate and the more team based the general culture of work is, the more the information will diffuse within the firm and thus create higher spillover effects.

With this formal specification the initial basic equation can be defined. The empirical model relates directly to equation (7) and follows the empirical model introduced by Lichtenberg et al. (1996)

\[
\log \ TFP_{ict} = \alpha_t + \alpha_c + \alpha_i + \beta^s \log R^s_{ict-1} + \beta^o \log R^o_{ict-1} + \epsilon_{ict}
\]  

(8)

The three dimensions of the equation are industry \( i \), country \( c \) and time \( t \). \( TFP_{ict} \) therefore denotes total factor productivity of industry \( i \) in country \( c \) at time \( t \), \( \alpha_t, \alpha_c \) and \( \alpha_i \) are dummy variables, \( \epsilon_{ict} \) is an error term and finally \( \beta^s \) and \( \beta^o \) are the two coefficients to be estimated for the lagged explanatory R&D variables. These are \( R^s_{ict} \), which stands for weighted R&D investments of the currently analysed industry and \( R^o_{ict} \) which is a weighted sum of R&D investments of the other industries. For industry \( i \) the variable \( R^o_{ict} \) is created as a sum over the R&D investments of all other industries \( j \) weighted by the percentage of workers leaving the originating industry \( j \) in order to work in industry \( i \).

\[
R^o_{ict} = \sum_{j=1}^{J} S_{jct} \cdot \frac{l_{ijct}}{l_{jct}} \cdot \bar{h}_j \\
R^s_{ict} = S_{ict} \cdot \frac{l_{ijct}}{l_{ict}} \cdot \bar{h}_i
\]  

(9)

\( S_{jct} \) is the R&D stock of industry \( j \) in country \( c \) at time \( t \), \( l_{ijct} \) represents the number of workers moving from industry \( j \) to \( i \) and \( l_{jct} \) stands for the total number of people employed in industry \( j \). That means that industry \( j \)’s R&D stock is weighted by the fraction of people moving from industry \( j \)
to industry $i$ divided by the total number of workers originally employed in industry $j$.$^8$ Likewise the R&D variable $R^*_i t$ of the currently analysed industry is the R&D stock $S^*_i t$ weighted by the share of people not leaving the industry. This weighting is applied because labour outflows create knowledge outflows that firms have to take into account. As a result, labour mobility out of the industry leads to a lower actual R&D stock of the current industry in the model.$^9$

A very important issue in equation (9) is the usage of knowledge in the receiving industry. The R&D stock as a proxy for the knowledge transmitted is only weighted by labour flows, not by industry proximity which would give a measure of how well knowledge embodied in mobile workers can be used in the receiving industry. This was done for two reasons: first of all Pack and Paxson have shown that labour mobility patterns are closely related to industry proximity and thus these patterns are already a measure of the closeness of two industries. The second argument is that firms usually do not employ people if their working history doesn’t match the job description. Therefore people who move to industries which are not closely linked to the one of origin are most likely doing so because their new environment is able to make good use of their abilities regardless of the industry proximity. As well, only job changes are considered where people were already part of the workforce one year before. Thus, many changes occur voluntarily, strengthening the previous matching argument.

There are a couple of issues that have to be addressed and accounted for before moving on to the estimations. The primary concerns are simultaneity and omitted variables. Demand shocks are an example of a set of effects that lead to a spurious correlation between productivity and R&D investments. A negative shock leads to lower revenues and usually higher stocks with similar input bundles since employment contracts are not terminated immediately. Therefore the measured productivity of the industry falls. Under pressure, firms in general cut future-oriented expenses which include R&D investments. Therefore, we are able to observe a spurious correlation between productivity and research capital. A similar effect can be observed during booms – when output increases productivity also rises and during periods of high growth firms hire more workers. These workers coming from other sectors then create knowledge spillover effects that are likely overestimated.

---

$^8$ Another possible weighting for the R&D stock of other industries would be the number of people moving from industry $j$ to industry $i$ as a share of the people working in industry $i$. With different industry sizes, this however is not a good measure of the knowledge outflow since the people who move may be a large share of the people originally working in industry $j$, but only a small fraction of the people then working in $i$. Therefore it would not properly capture relative knowledge outflows since the size of the knowledge stocks already accounts for differences in industry size.

$^9$ If we had assumed that knowledge is a public good, it would remain completely in the industry. But the assumption in this framework is that the ideas and experience that employees acquire during their work is the basis for future productivity increases and thus an outflow of this knowledge affects productivity increases negatively.
The usual solution for this problem is the adoption of an instrumental variable (IV) approach. Due to the fact that there are no good instruments available, the usually applied solution in this case is to lag the explanatory variables in order to avoid simultaneity biases.

Year dummies $\alpha_t$ are included to account for global shocks that affect all countries and industries. Country fixed effects $\alpha_g$ control for differences in human capital, institutions or regulation in the labour market. Last but not least, a set of industry dummies $\alpha_i$ is included to account for differences in productivity across sectors for example due to automatisation possibilities that may vary by industry.

6 Data

6.1 Data Sources

The dataset used for the analysis contains 10 EU countries, namely Belgium, Denmark, Finland, France, Germany, Italy, the Netherlands, Spain, Sweden and the United Kingdom and covers the time period between 1995 and 2004.

Three main data sources were combined to setup the dataset. The total factor productivity indices were taken from EU KLEMS database (state March 2008), which provides data for the EU25 countries, Australia, Japan and the US at the industry level. The productivity levels were normalized to 1997=100 and then multiplied with TFP levels for 1997 that were estimated by Inklaar, Timmer and Ark (2008) and that exist by sector only for a few countries.

The data on labour flows was taken from the EU Labour Force Survey by Eurostat which covers the European countries from 1995 until 2005. The adjusted employment series by Eurostat were used to adjust for the existing breaks in the series. Only medium and high skilled workers (based on ISCED) were included in the calculation of the labour flows, since they are most likely the main source of knowledge spillovers. Furthermore, the sample of observed workers was reduced with respect to the International Standard Classification of Occupations (ISCO). The major groups “clerks”, “service workers and shop and market sales workers” and “elementary occupations” have been excluded. The categories left in the final sample are “technicians and associate professionals”, “legislators, senior officials and managers”, “professionals”, “skilled agricultural and fishery workers”, “craft and related trades workers” and “plant and machine operators and assemblers” – these are considered the main source of knowledge spillovers in the manufacturing industries.

Finally data on research investments of the industries was taken from the STAN ANBERD database. In order to make R&D investments comparable across time and countries, they were adjusted using purchasing power parity exchange rates and deflated using the gross fixed capital formation deflator taken from Eurostat. The initial stock of R&D was calculated according to the following commonly used formula using a 10% depreciation rate (different depreciation rates for high, medium and low technology industries are used later in a sensitivity analysis)
\[ S_0 = \frac{RINV_0}{\delta} \]  

(10)

\[ S_t = (1 - \delta) \times S_{t-1} + RINV_{t-1} \]  

(11)

This R&D stock is the basis for the construction of the R&D variables in equation (9).

### 6.2 Descriptive Analysis

A general descriptive analysis of the data for countries and sectors is provided in Table 1. The highest TFP growth rates in the sample are found in the sectors “Electrical and optical equipment” and “Chemicals and chemical products” with average annual growth rates of 4.68% and 1.72%. The only negative growth rate in the final sample with -0.08% can be found in the “Food, beverages and tobacco” sector. The industries “Coke, refined petroleum and nuclear fuel” and “Wood and of wood and cork” as well as “Manufacturing nec; recycling” had to be dropped because of huge fluctuations in TFP. In the case of “Coke, refined petroleum and nuclear fuel” these fluctuations mostly occurred due to high price volatility. These industries also downward biased the manufacturing TFP growth rates of the countries in Table 1 and led to negative growth rates for Denmark, Spain and Italy (see Appendix Table 6A for TFP growth rates by sectors and countries).

Considering R&D investment Denmark (8.93%) and Finland (10.11%) show extremely high annual growth rates. The share of non-public R&D funding in these two countries is far above the EU27 average and by looking at the data in more detail one finds that most investment has taken place in high technology sectors. “Electrical and optical equipment” for example has an R&D investment growth rate of 13.54 in Finland and 10.30 in Denmark (for more information on R&D investment across countries and sectors see Appendix Table 7A). When examining the industry shares in total R&D investment we discover that the sectors “Electrical and optical equipment” (29.69%), “Transport equipment” (26.94%) and “Chemicals and chemical products” (23.08%) invest by far the most in R&D and make up more than three quarters of all R&D investment in the sample.
Table 1 – Summary statistics

<table>
<thead>
<tr>
<th>code</th>
<th>Country / Industry</th>
<th>Average TFP growth*</th>
<th>Average R&amp;D inv. growth*</th>
<th>Relative size in terms of R&amp;D**</th>
<th>Relative size in terms of labour***</th>
</tr>
</thead>
<tbody>
<tr>
<td>BE</td>
<td>Belgium</td>
<td>0.80</td>
<td>3.36</td>
<td>3.24</td>
<td>2.70</td>
</tr>
<tr>
<td>DE</td>
<td>Germany</td>
<td>1.74</td>
<td>5.83</td>
<td>34.56</td>
<td>39.62</td>
</tr>
<tr>
<td>DK</td>
<td>Denmark</td>
<td>-0.43</td>
<td>8.93</td>
<td>0.99</td>
<td>2.08</td>
</tr>
<tr>
<td>ES</td>
<td>Spain</td>
<td>-0.64</td>
<td>5.58</td>
<td>2.62</td>
<td>4.89</td>
</tr>
<tr>
<td>FI</td>
<td>Finland</td>
<td>4.13</td>
<td>10.11</td>
<td>1.66</td>
<td>1.98</td>
</tr>
<tr>
<td>FR</td>
<td>France</td>
<td>2.11</td>
<td>2.91</td>
<td>21.29</td>
<td>16.49</td>
</tr>
<tr>
<td>IT</td>
<td>Italy</td>
<td>-1.17</td>
<td>-1.51</td>
<td>7.62</td>
<td>9.58</td>
</tr>
<tr>
<td>NL</td>
<td>Netherlands</td>
<td>1.82</td>
<td>3.52</td>
<td>3.98</td>
<td>3.92</td>
</tr>
<tr>
<td>SE</td>
<td>Sweden</td>
<td>3.71</td>
<td>4.82</td>
<td>5.57</td>
<td>1.55</td>
</tr>
<tr>
<td>UK</td>
<td>United Kingdom</td>
<td>1.08</td>
<td>0.91</td>
<td>15.38</td>
<td>17.18</td>
</tr>
</tbody>
</table>

15t16 Food, beverages and tobacco    -0.08     4.80    1.55      8.69
17t19 Textiles, textile, leather and footwear  1.08     5.26    0.63      5.38
20 Wood and of wood and cork         1.63     2.72    0.14      2.55
21t22 Pulp, paper, printing and publishing  0.32     3.33    0.70      8.78
23 Coke, refined petroleum & nuclear fuel  -2.96    -5.17   1.22      0.72
24 Chemicals and chemical products   1.72     5.19    23.08     7.92
25 Rubber and plastics               1.18     4.25    1.76      3.83
26 Other non-metallic mineral        1.14     2.87    1.07      3.13
27t28 Basic metals and fabricated metal  0.39     1.86    3.16      15.17
29 Machinery and equipment n.e.c.    0.98     4.35    9.47      13.37
30t33 Electrical and optical equipment  4.68     3.04    29.69     14.02
34t35 Transport equipment            1.38     3.27    26.94     11.40
36t37 Manufacturing nec; recycling   0.68     3.58    0.59      5.04

Notes: All indicators in percent. *Mean annual average growth between 1995 and 2005. **Based on USD PPP adjusted expenditures in 1995. ***Based on number of employees in 1997

Table 2 contains an overview of the labour mobility pattern within manufacturing. It shows the average annual percentage of workers in the sample moving from industry $i$ to $j$. Included are all the workers having changed their job within the last year. There is a pattern observable, namely that there exists a positive net outflow of workers from low technology industries like “Food, beverages and tobacco” or “Pulp, paper, printing and publishing” to higher technology sectors. The yearly industry net flows are mostly below 0.5% of the workers who switch jobs, but observed over a longer time period, this effect is not negligible.
Table 2 – Percentage of workers moving from industry i to j averaged across countries and years

<table>
<thead>
<tr>
<th>from \ to</th>
<th>15t16</th>
<th>17t19</th>
<th>20</th>
<th>21t22</th>
<th>23</th>
<th>24</th>
<th>25</th>
<th>26</th>
<th>27t28</th>
<th>29</th>
<th>30t33</th>
<th>34t35</th>
<th>36t37</th>
<th>D</th>
</tr>
</thead>
<tbody>
<tr>
<td>15t16 Food, beverages and tobacco</td>
<td>8.71</td>
<td>0.20</td>
<td>0.05</td>
<td>0.20</td>
<td>0.03</td>
<td>0.44</td>
<td>0.18</td>
<td>0.16</td>
<td>0.32</td>
<td>0.27</td>
<td>0.26</td>
<td>0.18</td>
<td>0.09</td>
<td>11.10</td>
</tr>
<tr>
<td>17t19 Textiles, textile, leather and footwear</td>
<td>0.15</td>
<td>4.05</td>
<td>0.03</td>
<td>0.11</td>
<td>0.00</td>
<td>0.05</td>
<td>0.15</td>
<td>0.03</td>
<td>0.23</td>
<td>0.13</td>
<td>0.14</td>
<td>0.14</td>
<td>0.19</td>
<td>5.39</td>
</tr>
<tr>
<td>20 Wood and of wood and cork</td>
<td>0.05</td>
<td>0.01</td>
<td>2.15</td>
<td>0.06</td>
<td>0.00</td>
<td>0.02</td>
<td>0.06</td>
<td>0.05</td>
<td>0.14</td>
<td>0.20</td>
<td>0.06</td>
<td>0.15</td>
<td>0.20</td>
<td>3.16</td>
</tr>
<tr>
<td>21t22 Pulp, paper, printing and publishing</td>
<td>0.18</td>
<td>0.05</td>
<td>0.09</td>
<td>9.27</td>
<td>0.02</td>
<td>0.17</td>
<td>0.15</td>
<td>0.11</td>
<td>0.20</td>
<td>0.22</td>
<td>0.22</td>
<td>0.14</td>
<td>0.13</td>
<td>10.94</td>
</tr>
<tr>
<td>23 Coke, refined petroleum &amp; nuclear fuel</td>
<td>0.01</td>
<td>0.01</td>
<td>0.00</td>
<td>0.01</td>
<td>0.31</td>
<td>0.02</td>
<td>0.01</td>
<td>0.00</td>
<td>0.05</td>
<td>0.03</td>
<td>0.02</td>
<td>0.03</td>
<td>0.00</td>
<td>0.48</td>
</tr>
<tr>
<td>24 Chemicals and chemical products</td>
<td>0.35</td>
<td>0.12</td>
<td>0.03</td>
<td>0.15</td>
<td>0.05</td>
<td>4.36</td>
<td>0.18</td>
<td>0.05</td>
<td>0.14</td>
<td>0.21</td>
<td>0.14</td>
<td>0.09</td>
<td>0.10</td>
<td>5.96</td>
</tr>
<tr>
<td>25 Rubber and plastics</td>
<td>0.08</td>
<td>0.16</td>
<td>0.04</td>
<td>0.10</td>
<td>0.00</td>
<td>0.18</td>
<td>2.22</td>
<td>0.06</td>
<td>0.30</td>
<td>0.27</td>
<td>0.23</td>
<td>0.14</td>
<td>0.06</td>
<td>3.84</td>
</tr>
<tr>
<td>26 Other non-metallic mineral</td>
<td>0.06</td>
<td>0.06</td>
<td>0.12</td>
<td>0.04</td>
<td>0.00</td>
<td>0.06</td>
<td>0.13</td>
<td>2.08</td>
<td>0.28</td>
<td>0.19</td>
<td>0.09</td>
<td>0.12</td>
<td>0.03</td>
<td>3.27</td>
</tr>
<tr>
<td>27t28 Basic metals and fabricated metal</td>
<td>0.23</td>
<td>0.13</td>
<td>0.19</td>
<td>0.23</td>
<td>0.04</td>
<td>0.27</td>
<td>0.37</td>
<td>0.20</td>
<td>11.05</td>
<td>1.57</td>
<td>0.53</td>
<td>0.72</td>
<td>0.25</td>
<td>15.77</td>
</tr>
<tr>
<td>29 Machinery and equipment n.e.c.</td>
<td>0.21</td>
<td>0.11</td>
<td>0.07</td>
<td>0.35</td>
<td>0.05</td>
<td>0.23</td>
<td>0.17</td>
<td>0.12</td>
<td>1.96</td>
<td>9.21</td>
<td>0.69</td>
<td>0.64</td>
<td>0.14</td>
<td>13.96</td>
</tr>
<tr>
<td>30t33 Electrical and optical equipment</td>
<td>0.19</td>
<td>0.14</td>
<td>0.07</td>
<td>0.23</td>
<td>0.02</td>
<td>0.31</td>
<td>0.16</td>
<td>0.11</td>
<td>0.58</td>
<td>0.81</td>
<td>0.39</td>
<td>0.10</td>
<td>4.87</td>
<td>12.79</td>
</tr>
<tr>
<td>34t35 Transport equipment</td>
<td>0.12</td>
<td>0.04</td>
<td>0.06</td>
<td>0.05</td>
<td>0.00</td>
<td>0.14</td>
<td>0.17</td>
<td>0.03</td>
<td>0.63</td>
<td>0.70</td>
<td>0.40</td>
<td>5.96</td>
<td>0.17</td>
<td>8.47</td>
</tr>
<tr>
<td>36t37 Manufacturing nec; recycling</td>
<td>0.10</td>
<td>0.15</td>
<td>0.27</td>
<td>0.10</td>
<td>0.01</td>
<td>0.07</td>
<td>0.19</td>
<td>0.05</td>
<td>0.25</td>
<td>0.15</td>
<td>0.17</td>
<td>0.33</td>
<td>3.04</td>
<td>4.87</td>
</tr>
<tr>
<td>D Total Manufacturing</td>
<td>10.44</td>
<td>5.22</td>
<td>3.18</td>
<td>10.91</td>
<td>0.53</td>
<td>6.31</td>
<td>4.14</td>
<td>3.05</td>
<td>16.12</td>
<td>13.96</td>
<td>12.62</td>
<td>9.03</td>
<td>4.49</td>
<td>100.00</td>
</tr>
</tbody>
</table>
Finally Appendix Table 8A provides information on the average tenure of jobs across countries and sectors. While Denmark has by far the lowest average job tenure with 10.1 years, Germany and France show the highest tenure in the sample with 13.1 and 13.0 years. Across the years the average current job tenure stays relatively constant with around 12.2 years across the sample. During the early 2000s recession there is a slight decrease of around 2% observable. These fluctuations are more apparent when looking at the average job duration, which cannot be calculated with the current dataset since it includes no data on past employment status.

In order to examine whether the variables are non-stationary which could lead to a spurious regression when estimated in levels, the panel unit root test developed by Levin, Lin and Chu (2002) is performed.

Table 3 – Stationarity tests

<table>
<thead>
<tr>
<th>Levin-Lin-Chu (2002)</th>
<th>ln(TFP&lt;sub&gt;ct&lt;/sub&gt;)</th>
<th>ln (R&lt;sub&gt;ct&lt;/sub&gt;&lt;sup&gt;2&lt;/sup&gt;)</th>
<th>ln (R&lt;sub&gt;ct&lt;/sub&gt;&lt;sup&gt;2&lt;/sup&gt;)</th>
</tr>
</thead>
<tbody>
<tr>
<td>no lags or trend included</td>
<td>0.1719</td>
<td>0.0000</td>
<td>0.0000</td>
</tr>
<tr>
<td>trend included</td>
<td>0.0000</td>
<td>0.0000</td>
<td>0.0000</td>
</tr>
</tbody>
</table>

The tests show that the null hypothesis of nonstationarity can be rejected for the two R&D stock variables but not for the TFP variable. This is expected, since we are anticipating an upward trend in productivity. When the test accounts for this trend, the null-hypothesis of nonstationary behaviour can also be rejected for the TFP variable. This trend is accounted for in the model by the time dummies included for every year.

7 Estimation Results

The following section provides estimates for the size of the spillovers. Acknowledging that a part of the knowledge effects found could be due to rent spillovers and vice versa, the coefficients should be considered an upper bound for the true size of the knowledge spillovers.

The first regression (i) in Table 4 shows the results of the basic equation (8). The estimated coefficient of the industry’s own R&D stock $\beta_{ct}$ with a value of 0.1294 is around 5 times higher than the gains from the knowledge of other industries $\beta_{ct}$ which is estimated as 0.0278 – both coefficients are highly significant. The coefficients can be interpreted as elasticities of total factor productivity with respect to labour movement weighted R&D investment. $\beta_{ct}$ is a measure of the impact of the industry’s own knowledge stock on TFP after adjusting for labour and thus knowledge outflows. Similarly $\beta_{ct}$ measures the degree to which industry i will profit from the R&D investment of other industries by hiring their workers and thus by employing their human capital stock. This effect increases if the giving industries enhance their R&D activities and thus add to their human capital stock. A coefficient of 0.0278 for $\beta_{ct}$ in estimation (i) therefore implies that a 1 percent increase in the R&D stock of the other sectors increases total factor productivity in the receiving industry by 0.028
percent. Since the R&D investments are weighted by labour movements in the model, the receiving industry can profit in a similar way from the human capital stock of other sectors by hiring more workers from those industries.

**Table 4 – Estimation results**

<table>
<thead>
<tr>
<th></th>
<th>(i)</th>
<th>(ii)</th>
<th>(iii)</th>
<th>(iv)</th>
<th>(v)</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\beta^s_{cit}$</td>
<td>0.1276***</td>
<td>0.1288***</td>
<td>0.1149***</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>(6.96)</td>
<td>(7.06)</td>
<td>(5.16)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>$\beta^s_{high}$</td>
<td>0.1556***</td>
<td>0.1676***</td>
<td>0.1053***</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>(5.61)</td>
<td>(5.94)</td>
<td>(7.26)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>$\beta^s_{med}$</td>
<td>0.1409***</td>
<td>0.1393***</td>
<td>0.0647***</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>(7.36)</td>
<td>(7.25)</td>
<td>(2.87)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>$\beta^s_{low}$</td>
<td>0.0665***</td>
<td>0.0745***</td>
<td>0.0621***</td>
<td>0.0632***</td>
<td></td>
</tr>
<tr>
<td></td>
<td>(2.58)</td>
<td>(2.90)</td>
<td>(2.87)</td>
<td>(5.04)</td>
<td></td>
</tr>
<tr>
<td>$\beta^o_{cit}$</td>
<td>0.0272***</td>
<td>0.0270***</td>
<td>0.0171***</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>(3.58)</td>
<td>(3.57)</td>
<td>(2.81)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>$\beta^o_{high}$</td>
<td>0.0158***</td>
<td>0.0174***</td>
<td>0.0088***</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>(2.66)</td>
<td>(1.98)</td>
<td>(1.70)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>$\beta^o_{med}$</td>
<td>0.0195**</td>
<td>0.0174**</td>
<td>0.0143***</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>(2.24)</td>
<td>(1.98)</td>
<td>(2.82)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>$\beta^o_{low}$</td>
<td>0.0096**</td>
<td>0.0085*</td>
<td>0.0195***</td>
<td>0.0632***</td>
<td></td>
</tr>
<tr>
<td></td>
<td>(1.95)</td>
<td>(1.70)</td>
<td>(2.87)</td>
<td>(5.04)</td>
<td></td>
</tr>
<tr>
<td>Industry</td>
<td>yes</td>
<td>yes</td>
<td>yes</td>
<td>yes</td>
<td>yes</td>
</tr>
<tr>
<td>Year</td>
<td>yes</td>
<td>yes</td>
<td>yes</td>
<td>yes</td>
<td>yes</td>
</tr>
<tr>
<td>Country</td>
<td>yes</td>
<td>yes</td>
<td>yes</td>
<td>yes</td>
<td>yes</td>
</tr>
</tbody>
</table>

|        |             |             |             |             |             |
| R²      | 0.8316      | 0.8337      | 0.8329      | 0.8348      | 0.8312      |
| F-statistic | 151.08      | 151.52      | 142.31      | 143.46      | 130.48      |
| Observations | 709         | 709         | 709         | 709         | 528         |

*Statistics in parentheses. The dependent variable is ln(TFP). All regressions include unreported dummies for years, countries and industries. Coefficients are estimated using ordinary least squares (OLS) with robust standard errors. ***, ** and * denote coefficients being significantly different from zero at a 1, 5 and 10 percent level, respectively.

To account for the heterogeneity of the manufacturing sector, including both traditional and high technology sectors, the empirical model was then extended and re-estimated with separate coefficients for high, medium and low technology industries. The knowledge spillovers from other industries have been differentiated by providing industry. The classification was done according to that developed by the OECD (2005). The high technology segment consists only of the industry “Electrical and optical equipment” (30–33). The medium technology sectors in the sample are “Chemicals and chemical products” (24), “Rubber and plastic products” (25), “Other non-metallic mineral products” (26),
“Basic metals and fabricated metal products” (27–28), “Machinery and equipment (n.e.c.)” (29) and “Transport equipment” (34–35). Finally, the low-tech category includes “Food products, beverages and tobacco” (15–16), “Textiles, textile products, leather and footwear” (17–19) and “Pulp, paper, paper products, printing and publishing” (21–22).

In regression (ii), separate coefficients were estimated for the industry’s own knowledge stock differentiated by technology segments (high, medium and low-tech). Regression (iii) subsequently uses coefficients for knowledge spillovers from other industries split up by technology level. Finally in estimation (iv) both original coefficients $\beta_{\text{oc}}^u$ and $\beta_{\text{oc}}^v$ were estimated for each technology segment.

As expected, the coefficients for high and medium technology industries are larger than those of the low technology sector. The estimated spillover effect from the medium technology industry is found to be higher than that from the high technology industry however, though the difference is not found to be significant. This finding can in general have various explanations - one being that the medium technology industries are not as specialized as the high technology ones and the knowledge gained there can therefore be better used in other sectors. As shown later, the coefficients depend on the depreciation rates chosen. Higher depreciation leads to lower initial R&D stocks and greater fluctuations in the sample. Since one would expect knowledge to depreciate more in high technology sectors than in traditional, low technology sectors, it is feasible to use different depreciation rates for the R&D investments. The sensitivity analysis presented in Table 5 addresses this issue and shows that the size of the coefficients relative to each other changes as a result.

The last estimation (v) uses 3-year averages of the labour weighted R&D stock variables. These averages increase the lag by which R&D investments can influence TFP. The coefficient for knowledge spillovers from other industries increases from 0.0278 to 0.0651. This indicates, that knowledge spillovers through labour mobility need more time to affect productivity in the new sector. This could be due to the fact that workers need to get acquainted with their new environment first. During this period they might not be as productive and their possibilities to bring in their knowledge may be limited.

The next set of results presented in Table 5 provides a sensitivity analysis. The depreciation rates for low, medium and high technology sectors have been arbitrarily set to 7.5%, 10% and 12.5% respectively. These different rates have been chosen since the currently required and applied knowledge changes more quickly in high than in low technology sectors. Therefore also the ideas and experience that employees acquire during their work that could lead to future productivity increases becomes obsolete faster in the more rapidly changing environment of high technology sectors.
Table 5 – Sensitivity analysis

<table>
<thead>
<tr>
<th></th>
<th>(i)</th>
<th>(ii)</th>
<th>(iii)</th>
<th>(iv)</th>
<th>(v)</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\beta_{cit}^s$</td>
<td>0.1346***</td>
<td>0.1356***</td>
<td>0.1218***</td>
<td>0.1218***</td>
<td></td>
</tr>
<tr>
<td></td>
<td>(7.61)</td>
<td>(7.73)</td>
<td>(5.68)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>$\beta_{cit}^{s\text{ high}}$</td>
<td>0.1864***</td>
<td>0.1992***</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>(7.26)</td>
<td>(7.56)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>$\beta_{cit}^{s\text{ med}}$</td>
<td>0.1479***</td>
<td>0.1460***</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>(7.90)</td>
<td>(7.84)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>$\beta_{cit}^{s\text{ low}}$</td>
<td>0.0735***</td>
<td>0.0821***</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>(2.98)</td>
<td>(3.30)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>$\beta_{cit}^{o}$</td>
<td>0.0258***</td>
<td>0.0256***</td>
<td></td>
<td>0.0612***</td>
<td></td>
</tr>
<tr>
<td></td>
<td>(3.72)</td>
<td>(3.68)</td>
<td></td>
<td>(5.91)</td>
<td></td>
</tr>
<tr>
<td>$\beta_{cit}^{o\text{ high}}$</td>
<td></td>
<td>0.0155***</td>
<td>0.0180***</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>(2.54)</td>
<td>(2.87)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>$\beta_{cit}^{o\text{ med}}$</td>
<td>0.0194**</td>
<td>0.0168*</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>(2.25)</td>
<td>(1.93)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>$\beta_{cit}^{o\text{ low}}$</td>
<td>0.0103**</td>
<td>0.0090**</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>(2.29)</td>
<td>(1.98)</td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Industry yes yes yes yes yes
Year yes yes yes yes yes
Country yes yes yes yes yes

$R^2$ 0.8339 0.8366 0.8352 0.8378 0.8346
F-statistic 154.32 156.53 145.94 148.68 134.63
Observations 709 709 709 709 528

$^*$-statistics in parentheses. The dependent variable is ln(TFP). All regressions include unreported dummies for years, countries and industries. Coefficients are estimated using ordinary least squares (OLS) with robust standard errors. <***>, <**> and <*> denote coefficients being significantly different from zero at a 1, 5 and 10 percent level, respectively.

The regressions shown in Table 5 are the same as in Table 4 apart from the different depreciation rates depending on the technology level. The regressions (v) again uses 3-year averages of the labour weighted R&D stock variables and have therefore a reduced sample size. The results of regression (iv) show, that the relative size of the coefficients for the different technology sectors changes in comparison with the previous results and high technology sectors become the most important source of knowledge spillovers. Generally the coefficients become more significant in all three compared estimations, which is a result in favour of the assumption of different depreciation rates.

The estimations in the literature for rent as well as knowledge spillovers should be looked at in this context. Usually a fixed depreciation rate is assumed across all sectors but by looking at
knowledge in the textile industry and the computer industry it seems obvious that this assumption is not met. The sensitivity analysis mostly done uses different depreciation rates for the whole sample. Using higher rates leads to a lower initial R&D stock and therefore increases the volatility of the R&D stock. Moreover, if the variable is highly correlated with TFP, also the significance of the estimates increases.

Overall, the results in Table 4 and Table 5 confirm the importance of knowledge spillovers via labour mobility on productivity growth.

8 Concluding Remarks

Recent growth literature has emphasised the importance of domestic as well as international rent spillovers across industries. The paper tries to establish a role for knowledge spillovers through the mobility of a higher educated workforce in this framework. Based on recent theoretical findings that were confirmed by empirical evidence, a theoretical model is developed that explains labour productivity with respect to knowledge acquisition. The empirical analysis confirms the importance of the mobility of human capital that goes hand in hand with the diffusion of knowledge across industries for productivity growth. Due to the fact that labour mobility is closely linked to input-output relations as shown by Pack and Paxson (1999) this finding provides evidence suggesting that part of the estimated productivity effects of rent spillovers are in fact due to labour mobility.

Given the heterogeneity of the manufacturing sector, including both traditional and high technology sectors, the model was then extended and re-estimated with separate coefficients for high, medium and low technology industries. The results confirm the hypothesis that industries with a low technological level create lower knowledge spillovers to other sectors than medium and high technology industries.

There are a number of issues left to be addressed in future work. An important concern should be the magnitude of the spillover effects that can be attributed to rent spillovers and knowledge spillovers respectively. However the simultaneous estimation of the two effects is likely to lead to a multicollinearity problem since labour mobility and input-output relations are highly correlated and this difficulty could only be overcome with larger panel datasets. The estimation would also profit from the use of micro-level data that provides firm-level data and more information on the working history and characteristics of the population. This would reduce the distortion in the calculation of the human capital stocks of the workforce and thus improve the estimation results for the knowledge spillovers.
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10 Appendix

10.1 Theoretical Model - Value and Cost of Knowledge

This section gives more background information on the theoretical model of chapter 4 and expands it on the micro level. With this framework and a matched employer-employee dataset including a complete working history the analysis done in this paper could be conducted more precisely at the firm level.

We start by assuming that each person has a human capital stock \( \hat{h} \) which is a vector of knowledge stocks \( h_f \) in a finite number of knowledge fields \( f \).\(^{10}\) The exploitation possibilities of a specific knowledge stock \( h_f \) depend on the abilities in the other fields – for example somebody who has knowledge in electrical engineering might be able to use this knowledge when working in machinery. Knowledge however can be defined in a very broad sense so when referring to knowledge, abilities are also included. The unweighted utility \( U \) of a workers knowledge stock is given by

\[
U = \prod_{f=1}^{n} h_f \quad h_f > 0 \ \forall \ f \in \{1, ..., n\} \quad (12)
\]

Each industry has special requirements and therefore different needs for certain types of knowledge. Chemical engineering skills are of little use for economic analysis but essential for chemical plant design. Thus each industry weights the knowledge fields differently and the weighted utility for industry \( i \) is

\[
U_i = \prod_{f=1}^{n} h_f^{\omega_{fi}} \quad \omega_{fi} \geq 0 \ \forall \ f \in \{1, ..., n\} \quad (13)
\]

\( \omega_{fi} \) represents the weighting of knowledge field \( f \) in industry \( i \) – values between 0 and 1 indicate decreasing returns to knowledge, values larger equal to 1 constant returns and values larger than 1 increasing returns to knowledge – all three possibilities are plausible. An example for increasing returns would be computer related knowledge. Though a lot of research had been done before in this sector the knowledge was of little use for most industries 25 years ago. Continuous progress made them applicable and nowadays computers are indispensable in (almost) all industries. Similar effects may be observed in the field of nanotechnology in the future. A doubling in the knowledge stock in

\(^{10}\) These fields are by assumption separable – otherwise this problem would extend to an \( n \) dimensional space in order to be able to capture all the interdependencies which unnecessarily complicates the problem.
this sector may lead to a more than doubling of the value of this knowledge for some industry sectors. This however may only be true for a certain time span when a threshold is reached.\footnote{Increasing returns to knowledge at the beginning could also be represented by a sigmoid function, but this case is not dealt with in this framework. However, one could assume that this weighting is only valid for a specific time horizon.}

Dealing with increasing returns always poses the problem of a finite solution. This problem will be addressed by inverse Inada conditions with respect to the cost of knowledge acquisition. To be more specific in the empirical model presented later on the knowledge stock in certain fields is implicitly modelled as a function of the current R&D stock in an industry. The more a sector invests in R&D the higher the growth of knowledge in the fields linked to that sector. There are however a number of restrictions on the achievable stock of knowledge. Firstly, the knowledge production function does not only depend on the R&D expenditures in this knowledge field, but also on innovation in other fields that either accelerate or simply enable progress. Simulations in the automobile industry or in economics as well as certain experiments in physics (e.g. particle accelerator in CERN) for instance would not be possible without today’s computer power. Another example is the vast productivity increase in agriculture beginning in the 19th century. The use of products of other sectors like machines and fertilizers lead to a decrease in the share of people working in the primary sector and enabled the emergence of the bourgeoisie. As a result, the growth of knowledge depends on the knowledge stock of other fields.

The second restriction refers to the costs of knowledge accumulation. Usually the following rule applies: the more common the knowledge, the cheaper it is to obtain. In order to increase a firm’s or sector’s knowledge, managers can either hire people from other sectors with the required skills, train already employed workers or invest in R&D. Training of course is only an option, if knowledge is already available and not protected by patents. The more specific and novel the knowledge, the less people usually possess it and the more costly becomes the acquisition of this knowledge. It is therefore realistic to assume increasing costs of knowledge growth. If the knowledge is not yet available, R&D has to be undertaken, which is in general the most expensive form of knowledge acquisition meaning that the marginal cost of knowledge increases with respect to R&D is higher than the costs with respect to hiring or training.

Using the properties above, it is reasonable to assume, that with given resource constraints at time $t$, there exists an upper bound $h_{/\text{max}}$ for the knowledge stock that can be achieved. Expressed in mathematical terms this means that the assumed knowledge cost function with respect to knowledge is convex and bounded and has inverse Inada condition properties. The function is also defined to be decreasing with respect to time, since knowledge already “created” through research can later be more cheaply obtained through training or the hiring of specialists. All the other variables that may influence the costs of knowledge like hiring are denoted by a dot since they are not needed to show that there exists a finite solution.
Inverse Inada conditions:

\[ \begin{align*}
    &c(0, t, \cdot) = 0, \quad \frac{\partial c(0, t, \cdot)}{\partial h_f} = 0 \\
    &\lim_{h_f \to h_{f_{\text{max}}}} c(h_f, t, \cdot) = \infty, \quad \lim_{h_f \to h_{f_{\text{max}}}} \left( \frac{\partial c(h_f, t, \cdot)}{\partial h_f} \right) = \infty
\end{align*} \tag{15} \]

With these properties defined, a finite optimal level of R&D expenditures exists and we can show that continuous productivity growth in this framework occurs as a result of R&D and decreasing cost of knowledge.

After setting up the environment, the next part will look at the relationship between productivity and knowledge. Starting from equation (13) the productivity and also an approximation of the wage of a worker \( r \) in a sector \( i \) is defined by

\[ p_{ri} = \tau_{1i} + \tau_{2i} \sum_{j=1}^{n} h_{f_{j, \cdot}}^{\omega_{j}} \sum_{s=1}^{m} p_{er}^{\varphi_{ei}} \tag{16} \]

The productivity of a worker in an industry has a certain base level \( \tau_{1i} \). The usage of his knowledge stock is assumed to depend on his personal characteristics \( p_{er} \). These characteristics can be anything that forms or influences the worker’s incentives and attitude to work. Each of these personal characteristics is weighted by an industry specific factor \( \varphi_{ei} \) since the effects may differ by sector. A preference for limited human contact for example limits the possibilities in the educational or retail sector whereas a preference for manual labour is usually not met in the service sector.

When estimating this equation empirically the knowledge stock of a worker can be approximated by years of education and field of education as well as experience in certain sectors. Observable measures for personal characteristics used by the empirical literature are often marital status, wage of the father, sex, age and so on.

In equilibrium, the marginal costs of each knowledge field in an industry \( i \) should be equal to the marginal returns in the industry:

\[ \frac{\partial g_{i}(\hat{p}_{i})}{\partial h_f} = \frac{\partial c(h_f, t, \cdot)}{\partial h_f} \quad \forall h_f \in [h_1, ..., h_n] \tag{17} \]

With this information it is possible to calculate optimal stocks of knowledge for each worker at time \( t \) and rewrite the productivity of worker \( r \) in industry \( i \) in equilibrium as \( \hat{p}_{rit} \).

\[ \hat{p}_{rit} = f_{i}(c(h_{1, r, t}, \cdot), ..., c(h_{n, r, t}, \cdot), w_{1i}, ..., w_{ni}) \tag{18} \]
This is now only a function of exogenous variables, namely the industry specific weights \( \alpha_{fl} \) and the cost function \( c(h_f, t) \). The current productivity in equilibrium therefore depends on the current cost of knowledge and the equilibrium stock of knowledge at time \( t \).
### Table 6A – Average annual TFP growth in percent (1995-2005)

<table>
<thead>
<tr>
<th>nace2</th>
<th>BE</th>
<th>DE</th>
<th>DK</th>
<th>ES</th>
<th>FI</th>
<th>FR</th>
<th>IT</th>
<th>NL</th>
<th>SE</th>
<th>UK</th>
<th>mean</th>
</tr>
</thead>
<tbody>
<tr>
<td>15t16</td>
<td>Food, beverages and tobacco</td>
<td>-0.03</td>
<td>0.26</td>
<td>-1.47</td>
<td>-1.91</td>
<td>4.44</td>
<td>-0.03</td>
<td>-1.61</td>
<td>0.93</td>
<td>-1.06</td>
<td>-0.29</td>
</tr>
<tr>
<td>17t19</td>
<td>Textiles, textile, leather and footwear</td>
<td>2.20</td>
<td>2.62</td>
<td>0.15</td>
<td>-1.67</td>
<td>1.54</td>
<td>2.60</td>
<td>-2.00</td>
<td>2.35</td>
<td>0.40</td>
<td>2.59</td>
</tr>
<tr>
<td>20</td>
<td>Wood and of wood and cork</td>
<td>2.56</td>
<td>2.73</td>
<td>1.33</td>
<td>-1.47</td>
<td>3.31</td>
<td>4.47</td>
<td>1.66</td>
<td>-0.88</td>
<td>3.50</td>
<td>-0.89</td>
</tr>
<tr>
<td>21t22</td>
<td>Pulp, paper, printing and publishing</td>
<td>-0.18</td>
<td>0.10</td>
<td>0.14</td>
<td>0.30</td>
<td>2.13</td>
<td>0.93</td>
<td>-1.08</td>
<td>0.94</td>
<td>0.14</td>
<td>-0.22</td>
</tr>
<tr>
<td>24</td>
<td>Chemicals and chemical products</td>
<td>-0.40</td>
<td>3.95</td>
<td>3.27</td>
<td>-0.98</td>
<td>2.54</td>
<td>0.31</td>
<td>0.72</td>
<td>3.77</td>
<td>2.50</td>
<td>1.52</td>
</tr>
<tr>
<td>25</td>
<td>Rubber and plastics</td>
<td>2.98</td>
<td>1.63</td>
<td>-0.39</td>
<td>-0.16</td>
<td>-0.85</td>
<td>7.35</td>
<td>-0.29</td>
<td>0.81</td>
<td>0.79</td>
<td>-0.04</td>
</tr>
<tr>
<td>26</td>
<td>Other non-metallic mineral</td>
<td>-0.96</td>
<td>1.95</td>
<td>0.94</td>
<td>0.95</td>
<td>2.79</td>
<td>0.99</td>
<td>0.31</td>
<td>0.28</td>
<td>1.74</td>
<td>2.43</td>
</tr>
<tr>
<td>27t28</td>
<td>Basic metals and fabricated metal</td>
<td>1.09</td>
<td>0.76</td>
<td>-1.46</td>
<td>-0.44</td>
<td>1.43</td>
<td>0.58</td>
<td>-0.29</td>
<td>1.05</td>
<td>-1.00</td>
<td>2.14</td>
</tr>
<tr>
<td>29</td>
<td>Machinery and equipment n.e.c.</td>
<td>2.62</td>
<td>0.78</td>
<td>-1.62</td>
<td>-0.49</td>
<td>0.50</td>
<td>4.26</td>
<td>-1.27</td>
<td>1.74</td>
<td>1.55</td>
<td>1.71</td>
</tr>
<tr>
<td>30t33</td>
<td>Electrical and optical equipment</td>
<td>3.24</td>
<td>4.31</td>
<td>0.17</td>
<td>-1.45</td>
<td>12.35</td>
<td>4.71</td>
<td>-1.05</td>
<td>0.82</td>
<td>20.87</td>
<td>2.84</td>
</tr>
<tr>
<td>34t35</td>
<td>Transport equipment</td>
<td>2.30</td>
<td>1.96</td>
<td>-2.40</td>
<td>0.09</td>
<td>0.55</td>
<td>2.30</td>
<td>-0.87</td>
<td>4.91</td>
<td>3.82</td>
<td>1.13</td>
</tr>
<tr>
<td>36t37</td>
<td>Manufacturing nec; recycling</td>
<td>1.45</td>
<td>-0.11</td>
<td>-1.79</td>
<td>0.35</td>
<td>0.85</td>
<td>0.60</td>
<td>0.02</td>
<td>1.05</td>
<td>4.46</td>
<td>-0.11</td>
</tr>
</tbody>
</table>
Table 7A – Average annual growth of R&D investment per sectors and country in percent (1995-2005)

<table>
<thead>
<tr>
<th>nace2</th>
<th>Description</th>
<th>BE</th>
<th>DE</th>
<th>DK</th>
<th>ES</th>
<th>FI</th>
<th>FR</th>
<th>IT</th>
<th>NL</th>
<th>SE</th>
<th>UK</th>
<th>mean</th>
</tr>
</thead>
<tbody>
<tr>
<td>15t16</td>
<td>Food, beverages and tobacco</td>
<td>7.43</td>
<td>5.03</td>
<td>8.50</td>
<td>5.70</td>
<td>3.73</td>
<td>-1.57</td>
<td>4.80</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>17t19</td>
<td>Textiles, textile, leather and footwear</td>
<td>-0.71</td>
<td>2.78</td>
<td>12.47</td>
<td>3.51</td>
<td>1.09</td>
<td>13.11</td>
<td>4.55</td>
<td>5.26</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>20</td>
<td>Wood and of wood and cork</td>
<td>-12.51</td>
<td>-2.93</td>
<td>14.86</td>
<td>14.66</td>
<td>1.88</td>
<td>0.89</td>
<td>-7.43</td>
<td>5.57</td>
<td>9.54</td>
<td>2.72</td>
<td></td>
</tr>
<tr>
<td>21t22</td>
<td>Pulp, paper, printing and publishing</td>
<td>-10.90</td>
<td>8.92</td>
<td>10.96</td>
<td>3.84</td>
<td>1.44</td>
<td>1.54</td>
<td>11.53</td>
<td>-0.71</td>
<td>3.33</td>
<td></td>
<td></td>
</tr>
<tr>
<td>23</td>
<td>Coke, refined petroleum &amp; nuclear fuel</td>
<td>5.74</td>
<td>-0.89</td>
<td>0.96</td>
<td>-1.04</td>
<td>-1.20</td>
<td>-25.08</td>
<td>-23.73</td>
<td>1.72</td>
<td>-2.96</td>
<td>-5.17</td>
<td></td>
</tr>
<tr>
<td>24</td>
<td>Chemicals and chemical products</td>
<td>4.85</td>
<td>5.21</td>
<td>11.50</td>
<td>7.65</td>
<td>5.87</td>
<td>4.46</td>
<td>-1.30</td>
<td>4.36</td>
<td>7.93</td>
<td>1.38</td>
<td>5.19</td>
</tr>
<tr>
<td>25</td>
<td>Rubber and plastics</td>
<td>5.13</td>
<td>8.77</td>
<td>10.88</td>
<td>3.60</td>
<td>7.72</td>
<td>10.02</td>
<td>2.25</td>
<td>1.03</td>
<td>-5.73</td>
<td>-1.21</td>
<td>4.25</td>
</tr>
<tr>
<td>26</td>
<td>Other non-metallic mineral</td>
<td>-0.91</td>
<td>4.55</td>
<td>8.55</td>
<td>7.45</td>
<td>-5.88</td>
<td>1.36</td>
<td>8.25</td>
<td>7.69</td>
<td>-0.50</td>
<td>-1.88</td>
<td>2.87</td>
</tr>
<tr>
<td>27t28</td>
<td>Basic metals and fabricated metal</td>
<td>5.05</td>
<td>5.41</td>
<td>5.37</td>
<td>9.02</td>
<td>7.54</td>
<td>-2.64</td>
<td>-6.38</td>
<td>-1.62</td>
<td>4.51</td>
<td>-7.71</td>
<td>1.86</td>
</tr>
<tr>
<td>29</td>
<td>Machinery and equipment n.e.c.</td>
<td>3.46</td>
<td>4.81</td>
<td>1.77</td>
<td>6.62</td>
<td>3.83</td>
<td>3.19</td>
<td>7.19</td>
<td>10.27</td>
<td>-0.80</td>
<td>3.13</td>
<td>4.35</td>
</tr>
<tr>
<td>30t33</td>
<td>Electrical and optical equipment</td>
<td>1.10</td>
<td>3.13</td>
<td>10.30</td>
<td>0.26</td>
<td>13.54</td>
<td>1.51</td>
<td>-5.24</td>
<td>3.26</td>
<td>5.06</td>
<td>-2.53</td>
<td>3.04</td>
</tr>
<tr>
<td>34t35</td>
<td>Transport equipment</td>
<td>2.82</td>
<td>8.46</td>
<td>5.75</td>
<td>3.07</td>
<td>2.82</td>
<td>-1.73</td>
<td>0.19</td>
<td>5.11</td>
<td>2.93</td>
<td>3.27</td>
<td></td>
</tr>
<tr>
<td>36t37</td>
<td>Manufacturing nec; recycling</td>
<td>-1.48</td>
<td>-4.94</td>
<td>7.62</td>
<td>12.92</td>
<td>8.99</td>
<td>5.09</td>
<td>-5.02</td>
<td>5.43</td>
<td>3.58</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>
Table 8A – Average current job tenure in years and deviation from the average sectoral job tenure (1995-2005)

<table>
<thead>
<tr>
<th>nace2</th>
<th>BE mean (%)</th>
<th>DE mean (%)</th>
<th>DK mean (%)</th>
<th>ES mean (%)</th>
<th>FI mean (%)</th>
<th>FR mean (%)</th>
<th>IT mean (%)</th>
<th>NL mean (%)</th>
<th>SE mean (%)</th>
<th>UK mean (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>15t16</td>
<td>10.53 (-3.77%)</td>
<td>11.59 (-5.89%)</td>
<td>10.49 (-4.14%)</td>
<td>10.12 (-7.54%)</td>
<td>11.55 (5.49%)</td>
<td>11.02 (0.72%)</td>
<td>11.18 (2.17%)</td>
<td>11.92 (8.86%)</td>
<td>10.81 (-1.20%)</td>
<td>10.24 (-6.49%)</td>
</tr>
<tr>
<td>17t19</td>
<td>11.25 (2.11%)</td>
<td>12.75 (-12.34%)</td>
<td>9.66 (-14.82%)</td>
<td>12.45 (7.98%)</td>
<td>11.90 (-9.01%)</td>
<td>10.03 (-2.32%)</td>
<td>10.76 (6.59%)</td>
<td>11.75 (6.83%)</td>
<td>10.27 (11.0)</td>
<td></td>
</tr>
<tr>
<td>20</td>
<td>10.02 (-8.63%)</td>
<td>11.59 (5.70%)</td>
<td>10.06 (4.14%)</td>
<td>9.55 (8.10%)</td>
<td>11.61 (-1.66%)</td>
<td>11.85 (15.93%)</td>
<td>10.78 (3.81%)</td>
<td>12.71 (11.0)</td>
<td>10.10 (11.0)</td>
<td></td>
</tr>
<tr>
<td>21t22</td>
<td>10.58 (5.84%)</td>
<td>12.45 (-2.78%)</td>
<td>11.44 (-18.58%)</td>
<td>9.58 (22.20%)</td>
<td>14.38 (-3.94%)</td>
<td>11.76 (-12.12%)</td>
<td>11.30 (21.39%)</td>
<td>14.29 (13.87%)</td>
<td>10.13 (11.8)</td>
<td></td>
</tr>
<tr>
<td>23</td>
<td>15.63 (0.31%)</td>
<td>16.07 (3.16%)</td>
<td>12.20 (14.39%)</td>
<td>16.40 (5.29%)</td>
<td>15.87 (1.69%)</td>
<td>15.84 (5.41%)</td>
<td>16.42 (-2.25%)</td>
<td>15.23 (8.17%)</td>
<td>14.31 (15.6)</td>
<td></td>
</tr>
<tr>
<td>24</td>
<td>12.21 (15.67%)</td>
<td>14.27 (-26.70%)</td>
<td>9.04 (-1.79%)</td>
<td>12.12 (10.70%)</td>
<td>13.66 (4.59%)</td>
<td>12.90 (24.20%)</td>
<td>12.04 (15.83%)</td>
<td>11.49 (-6.85%)</td>
<td>11.35 (12.3)</td>
<td></td>
</tr>
<tr>
<td>25</td>
<td>10.46 (8.82%)</td>
<td>11.83 (-11.89%)</td>
<td>9.57 (-0.64%)</td>
<td>10.80 (-0.70%)</td>
<td>10.79 (13.07%)</td>
<td>12.29 (-3.16%)</td>
<td>10.52 (1.16%)</td>
<td>10.99 (6.84%)</td>
<td>11.61 (9.81)</td>
<td></td>
</tr>
<tr>
<td>26</td>
<td>12.24 (1.79%)</td>
<td>13.47 (12.01%)</td>
<td>9.86 (-18.01%)</td>
<td>10.59 (-11.96%)</td>
<td>10.94 (9.00%)</td>
<td>15.38 (-10.46%)</td>
<td>10.77 (15.15%)</td>
<td>13.01 (14.28%)</td>
<td>13.74 (12.0)</td>
<td></td>
</tr>
<tr>
<td>27t28</td>
<td>13.12 (7.78%)</td>
<td>13.58 (-19.61%)</td>
<td>9.78 (-5.45%)</td>
<td>11.51 (-0.10%)</td>
<td>12.16 (4.62%)</td>
<td>12.73 (7.96%)</td>
<td>11.20 (5.82%)</td>
<td>12.88 (6.65%)</td>
<td>11.76 (12.2)</td>
<td></td>
</tr>
<tr>
<td>29</td>
<td>11.68 (11.56%)</td>
<td>13.88 (10.91%)</td>
<td>10.91 (11.46%)</td>
<td>12.55 (6.24%)</td>
<td>13.98 (2.69%)</td>
<td>10.99 (14.37%)</td>
<td>11.77 (10.08%)</td>
<td>13.62 (3.71%)</td>
<td>11.38 (12.2)</td>
<td></td>
</tr>
<tr>
<td>30t33</td>
<td>12.08 (8.20%)</td>
<td>12.42 (11.26%)</td>
<td>9.10 (18.52%)</td>
<td>10.81 (-3.19%)</td>
<td>8.81 (21.15%)</td>
<td>13.19 (18.16%)</td>
<td>11.07 (8.84%)</td>
<td>13.09 (17.21%)</td>
<td>11.05 (10.04)</td>
<td></td>
</tr>
<tr>
<td>34t35</td>
<td>12.30 (7.77%)</td>
<td>14.45 (11.26%)</td>
<td>10.18 (18.52%)</td>
<td>13.32 (-3.19%)</td>
<td>16.21 (21.15%)</td>
<td>13.54 (18.16%)</td>
<td>13.93 (17.21%)</td>
<td>12.71 (10.06%)</td>
<td>13.69 (13.3)</td>
<td></td>
</tr>
<tr>
<td>36t37</td>
<td>10.18 (5.19%)</td>
<td>12.13 (12.96%)</td>
<td>9.50 (-11.55%)</td>
<td>9.44 (-12.10%)</td>
<td>11.67 (8.66%)</td>
<td>11.75 (9.44%)</td>
<td>10.28 (4.30%)</td>
<td>11.40 (6.16%)</td>
<td>11.70 (9.34)</td>
<td></td>
</tr>
<tr>
<td>D</td>
<td>11.7  13.1  10.1  11.0  12.0  13.0  11.2  12.5  12.6  11.0  11.8</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>
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